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Abstract--Today's real-time systems are the core of most ICT applications. The rapid development of such systems has attracted 
researchers' attention to optimize performance and to minimize as much as possible the problems and disadvantages they suffer 
in order to improve their performance in proportion to the volume of tasks entrusted to them. 

There are many major challenges facing real-time systems, which are mainly the problem of task scheduling on processor nuclei 
in the quantity of multi-core processors. Several methods have been proposed, including the general method, where any task can 
be executed on any kernel, the split method depends on the allocation of a specific kernel for each specific set of tasks. There is 
also the semi-fragmented method, which is a hybrid of the two previous methods, where a set of tasks is assigned to be executed 
on a particular kernel, while other functions are allowed to execute on any nucleus of the nucleus Treatment. 

In this paper we compare the performance of random task scheduling algorithms on a multi-core platform in order to determine 
the best algorithm in terms of a set of parameters adopted by researchers in this field, which in turn gives us precise details about 
the quality of such algorithms when applied to a set of distributed random tasks The unified logarithmic probability. 

The simso simulator, which has proven the reliability of high performance by many researchers in this field as well as provides the 
possibility of generating tasks according to specific probability distributions, and simulates accurate details in-depth characteristics 
of random tasks. 

Keywords--Scheduling, Random Tasks, Multi-Core Processor, Probability Distribution. 

——————————      —————————— 

1 INTRODUCTION 
A real-time system performs a set of tasks. The task is 

defined as the basic implementation unit in the program, which 
results in the execution of a given result and constitutes a basic 
service from the services provided by any real-time system or 
application [1]. 

Sporadic Tasks are an important part of the software control 
systems and are present in most real-time systems such as fire 
alarms at a particular facility. But the main problem is usually 
the speed of response to such tasks when they are received 
because they are randomly generated without breaks but 
sometimes it is possible to predict roughly when these tasks 
will occur [2]. 

2 The importance of the research and its 
objectives: 

The main objective of this research is to test the scalability of 
random tasks when applying a set of algorithms used in 
scheduling on a real-time operating system which consists of a 
set of periodic tasks in order to access algorithms capable of 
respond to random tasks when they are received and 

implemented in a way that ensures that the time constraint 
associated with this [3] type of task is not exceeded. 

The SIMSO is used as an effective simulator by many 
researchers in this field because it simulates accurate details 
that delve deeper into random tasks such as predictability of 
repetition times [4] or the possibility of subjecting these times 
to a given probability distribution. 

3 Research methods and materials: 
The following is a brief description of the nature of the real-time 

system in terms of the characteristics of the tasks in it, as well as the 
characteristics related to the hardware of the system processor, 
memory and so on[5]. 
3.1 Processor Architecture 

The processor used in this system is the multi-core 
processor, which is the architecture of modern models of 
processors, which was addressed after the emergence of the 
problem of inability to increase the frequency of a single-core 
processor to a high value enables us to obtain high performance 
and effective[6], as each increase Above the highest frequency 
reached result in additional problems that are deepened by the 
emergence of a number of parasitic capacities that usually arise 
in electronic circuits at high frequencies[7], and effective 
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synchronization between the elements and gates in the 
processor circuit is difficult due to the time delay caused by the 
work of some In the logical processor and accounts. [8] [4] 

Figure (1) shows the architecture of the multi-core 
processor, where we observe how the cores are placed in 
addition to the cache memory at different levels[9][10]. 

 
Figure (1) shows the architecture of the multi-core processor 

3.2 Sporadic Tasks Model: 
The sporadic tasks used in this research follow the following 

model, where each task is assigned a set of distinct parameters: 
[11] [7] 

1. Time of receipt of the assignment: It is described as the 
time when a notice or notification of a new event is 
reported in the real-time system[12], and two events 
are not required at the same time for this type of task: 

         ∀𝐴𝐴,𝐵𝐵 ∈ 𝐸𝐸 ⟹  𝑡𝑡𝐴𝐴  ≠  𝑡𝑡𝐵𝐵 …………………….……….(1)                              
2. The smaller interval (ε) between each successive 

frequency of one or two different events is always 
positive[13], ie: 

∀𝐴𝐴1,𝐴𝐴2,𝐵𝐵 ∈ 𝐸𝐸 ⟹  |𝑡𝑡𝐴𝐴1 −  𝑡𝑡𝐴𝐴2|  ≥  𝜀𝜀 𝑎𝑎𝑎𝑎𝑎𝑎 |𝑡𝑡𝐴𝐴1 −  𝑡𝑡𝐵𝐵|  ≥  𝜀𝜀..(2) 
3. Execution Time It is the processor occupancy time by 

task to execute [14]. 
4. Time constraint: It is described as the time during 

which the task is to be carried out before it is reached 
[15]. 

3.3 Simulation program used: 
The SIMSO simulator was used in this research because it 

has the following characteristics [16]: 
1. Open source: Any file from the libraries contained in 

this emulator can be modified, including files that 
describe the work of scheduling algorithms. [17] [6] 

2. Graphical User Interference [18]: It Provides a set of 
menus and options that allow you to adjust the 
simulation settings quickly and efficiently. 

3. Supports the introduction of values for detailed 
parameters within the simulation options, and 
mention of these parameters[19]: 

• Clock Hour Instruction (CPI per Instruction): This is 
the number of rotations required to perform each of the 
instructions included in the task. 

• Instruction Number [20]: The number of instructions that 
the task contains, since the task can sometimes contain 
more than one instruction [21]. 

• Memory Access Rate [22]: The ratio between the numbers 
of generalizations that require access to memory relative 
to the number of quantitative instructions, called MIX. [23] 
[20] 

• Stack Distance Profile (SDP): It includes the distribution of 
the various cache contents called Cache Lines in the cache 
memory and is measured by the number of unique Cache 
Lines that separate two consecutive accesses to the same 
Cache Line. 
4. It is written in the Python language, which is one of the 

advanced programming languages. It also supports 
Object Oriented Programming (Object Oriented 
Programming) 

5. It also supports an interactive graphical interface that 
allows the user to use the emulator without having to 
install the software on the operating system. And 
figure (2) shows the interactive graphical interface on 
the Internet [8]. 

 
Figure 2 shows the graphical interface of the SIMSO simulator 

4 Results and discussion: 
Three different scenarios were studied, including three 
algorithms: 

4.1 PD2 (Pseudo Deadline) algorithm 
4.2 EARF (Earliest Deadline First) algorithm 
4.3 LREF (Largest Local Remaining Execution time 

First) algorithm[11] 
In the first scenario, simulations are carried out on two 

nuclei, in the second scenario on four nuclei, and in the third 
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scenario on eight nuclei. Taking into account the following 
parameters: 

1. Each kernel contains L1 cache, 4 kb cache, 1 cycle and 
9 cycle cost. 

2. L2 Cash shared between all nuclei of 64 kb and 10 cycle 
time and cost of loss of 90 cycle. 

3. (1 cycle = 1 nano second), considering that (100 cycles) 
in RAM are the cost of access 

4. Cost of context switching (100 cycles). 
 Table (2) also shows Sporadic Tasks with its parameter values 

[10]. 
Table (1) shows random tasks 

 
Results were compared based on the following parameters: 

• Load CPU processor: The amount of time the processor is 
busy performing for the quantum time of simulation. 

• Context Switching Overheads: This includes the elapsed 
time until a task that is currently being performed is 
assigned another task of higher priority than the current 
task, resulting in the saved task status and loading the 
processor recorders with new values for the other task 
[13]. 

• Scheduling Overheads: The time consumed by the 
processor includes a new event that calls the scheduler call 
to make a scheduling decision and the consequent 
processing of some operations so that it can make the 
scheduling decision [14]. 

4.4 The first scenario: 
In this scenario, the application of the three scheduling 

algorithms mentioned above was simulated on a set of random 
tasks. Figures (3), (4) and (5) compared the three scheduling 
algorithms in terms of processor load [20], load of context 
switching operations and scheduling workloads on the two. 

 
Figure (3) Comparison in terms of processor load. 

 
Figure (4) shows the comparison in terms of context switching loads 

 
Figure (5) shows the comparison between scheduling loads 

4.5 The second Scenario: 
In the second scenario, the psychological steps taken in the 

first scenario were followed but with four nuclei. Figures (6), (7) 
and (8) show the comparison of the three scheduling algorithms 
in terms of processor load[23], load of context switching 
operations, when working on a fourth point. 

Figure (6) shows the comparison in terms of processor load 
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Figure (7) shows the comparison in terms of context switching loads 

Figure (8) shows the comparison in terms of scheduling load 

4.6 The third Scenario: 
In this scenario, the psychological steps in the first scenario 

were followed but with eight nuclei. Figures (9), (10) and (11) 
show the comparison between the three scheduling algorithms 
in terms of processor load [22], the burden of context switching 
operations, when working on eight nuclei. 

Comparison of the performance of random task scheduler 
algorithms in real time systems [21]. 

 
Figure (9) shows the comparison in terms of processor load 

 
Figure (10) shows the comparison in terms of context switching loads 

 
Figure (11) shows the comparison in terms of scheduling load 

5 Conclusions and recommendations: 
5.1 Conclusions: 

We conclude by looking at the results in the three scenarios 
studied: 

1 The LLREF algorithm gives us better performance than 
the rest of the algorithms in terms of processor load. 
The average load rate of each kernel decreases with the 
increase in the number of nuclei significantly 
compared to the decrease in the rest of the algorithms. 

2 Process load from context switching is small in the 
LLREF algorithm compared to other algorithms, while 
the burden is greater in the PD2 algorithm because this 
algorithm is restricted to time periods unlike the 
LLREF algorithm in event-based. 

3 The load from scheduling increases in the LLREF 
algorithm slightly with the increase in the simulation 
time, while this increase is more noticeable in the rest 
of the algorithms due to the large number of times the 
scheduler calls to make the scheduling decision in the 
other algorithms. 

4 The LLREF algorithm has better characteristics than 
other algorithms when compared with the three 
parameters mentioned above due to the dynamic 
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performance of this algorithm with the various task 
types as well as the top of events that are triggered 
when scheduling a selected random set of tasks 
compared to other algorithms. 

5.2 Recommendations: 
According to the results of the research and according to the 

scenarios studied, the study can be expanded by increasing the 
number of studied nuclei or by increasing simulation times. The 
algorithm that achieved the best results in this study can be 
compared and studied with more algorithms not studied in 
order to teach more about performance this algorithm and 
work to meet the defects that may arise from the experimental 
study, if any. 
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